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Attention Is All You Need (2017)
Transformer backbone of all modern LLMs.

⚙️ No recurrence
🚀 Massive parallelism
🧠 Foundation for GPT, BERT

Free Hand



BERT (2018)
Brought transfer learning to NLP.

📦  Pretrain + fine-tune
🔄  Bidirectional context
🧰  Spawned countless variants

Free Hand



GPT-3: Few-Shot Learners (2020)
Scale unlocks capabilities.

📈 175B parameters
🧠 Emergent reasoning
🪄 Prompt-based interface

Free Hand



T5 (2020)
Unified all NLP as text-to-text.

🔤 One framework for many tasks
🧠 Simple and powerful
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Scaling Laws (2020)
Showed how performance scales.

📊 Predictable gains
🧠 Blueprint for large models
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RAG (2020)
Combined retrieval and generation.

🔍 External knowledge
📚 Factual grounding
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LoRA (2021)
Fine-tune big models cheaply.

💸 Low-cost adaptation
🧰 Enterprise-ready
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CoT Prompting (2022)
Prompting unlocks reasoning.

🧠 Multi-step thinking
✏️ Better complex-task performance
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Self-Consistency (2022)
Majority vote boosts reasoning.

🔄 More reliable outputs
📈 Better logic tasks
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In-Context Learning & Induction
Heads (2022) 
Explained how LLMs learn from context.

🧩 Mechanistic insights
🔍 Key to interpretability
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Instruction Tuning (2022)
Made LLMs follow natural language.

🧑‍🏫 Conversational skills
🧰 No retraining needed
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Toolformer (2023)
Models teach themselves to use tools.

🛠️ API calling
🤖 Planning abilities
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ColBERTv2 (2022)
Late interaction for retrieval.

🔎 Efficient + accurate search
⚙ Scales to billions
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LLMs as a Judge (2023)
LLMs evaluate other LLMs.

🧑‍⚖️ 85% human-level agreement
📊 Automates eval pipelines

Free Hand



DeepSeek-R1 (2025)
RL trains structured reasoning.

🧠 Step-by-step thinking
🔭 Glimpse into LLM 2.0
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