
the general outline of building an the from Scratch

the "large” in LLM refers to the
massive size of the models and the
huge corpus of data used for them.

Build an LLM from Scratch
all images from the book by Sebastian Raschka

-
a good choice for embedding is wordzves

- good embedding must capture the context

- Lums can train their own embedding as part

of their training , this allows them to capture

meanings
and concepts based on the task and

data at hand.

Ready Data 4 Embedding
the next-word prediction task is a - Convert large text to words

form of self-supervised learning.The -assign ide to each token

label is the next word/token .

-> add special & unknown tokens

embedding is to convert data into numerical tensors.



the embebling layer is of shape

VocabX dim which is essentially a

lookup table holding values for each

token .

ini
some common special tokens :

[BOS] marks the beginning of a sequence/text Why Positional Embs ?
CEOS] : "ending ofa.

[PADI padding token for training on batches with texts the embedding layer returns a deterministic

of various sizes.
value for each it , regardless of its position,

The Attention mechanism is also agnostic
Some tokenizers like BPE can encode unknown

to positions, if you shuffle a sequence
and feed to it, doesn't make a differencewords without

using special tokens , by breaking
the word down to tokenizable parts.

->we inject position information to LLM

the pos embedding is the same

Shape as token embetting .

It is added to the token emb .

input embeddingI
pos emb + token emb

How the LLM processes input/output pairs



Sequential Criteria of agood
Transformers ?! Pos Embedding
So why don't we use sequential transformers - unique encoding for each position

that can capture the position of tokens and-distance between two time steps be consistent

like RNNs and LSTMS , don't require any across sentences of different lengths

positional embettings ? - should be bounded to generalize to longer
sentences ws no efforts

1. Parallelism rs. Sequential Processing :

- deterministic

parallel processing is much faster
the original method by

2. Not a bug, but feature! by allowing the

model to process all tokens in parallel , it ·"Attention is all V Neef"
can learn the relationship and context authors : Sinusoidal
3.Complexity & Training Difficulty : learnin

Sin (v.. t)-
also about positions would complicate training = cos (wit)
4. Existing approaches work well ! Cos (with

,

if =2+
Since 2)

I sunwary this would be too much
&

Sin (we) ,
if in 21

I :
heatache!: " ( Sin(Wat]Wie Lnd

Wo,

Why is PE summed by Terather than concatted ?

concat would mean higher dims in input

embessing and more complexity in training
and converging

lower dimension have higher frequency fluctuating
more rapidly . So two tokens side by side have

more difference in PE rather than tokens far apart
-

this helps model capture local dependencies while theS more general & long-range dependencies.Question
?

opposite lower frequency in higherdimensions captures



#

indu



in 2014 Bandanau attention was introduced
which modified the decoder-encoder RNN so
at decoding steps there was access to input
Sequence. each input token also had a weight.

I 2017, researchers found that RNNs are

Attention noterequired and proposed transformers in

MeCharism
"attention is all yone a

in self-attention , weight is assigned

to tokens in a sequence , rather than

the input-output segs .

a traditional alternative to attention was to use Simple Attention
encoter-Jecoder RNNS . ↑ muld Sum

here is a simple outline of attention.

query -> dot product />Norwalieseax -
index =2 other inputs

the problem with this approach is that theJecoder the context vector here is a "modified version" of

has no access to the input sequence and relies inpur embedding. just like in put embedding is a

modified version of token & positional embedding .

only on the hidden state , can lead to

loss of context in long sequences . God only for Learnable Attention
short sequences- attention is in fact weighted-sum of the

input embeddings.

now we imagine each token has a key-value
produced by multiplying learnable key & value params

by the input embettings
.



Attention (Q ,K,v)
= softmax(

* attention is weighted-Sum of F
,

which is

a linear transformation of input embeddings .

Why - and not embeddings directly ?

applying We on embeddings allows the model

to focus on different dimensions of embs for

& different tasks· This flexibility provides more

now the whole process looks so , notice the input params to tune and learn complex patterns.

embeddings are not used directly for context Vector .

This is still weighted-sur over the value vectors , but The formula pushesGand K values to

the weights are the g keys. This is the attention put emphasis on theright parts of

weights. which itself is learned :

T

& .
why query key values

?
the do+ product is a measure

of

Similarity

Query is thewoken we are focusing
on to understand wrt the other tokens .

by computing the dot product between

just like a SQL query .

a Query rector and each Key rector

the att assesses how relevant each key

key is like a database key for search and land associated value) is to the Query .

retrieval of content . #
value is the actual content we're looking for

doesn't it pushRand K
to converge

?

what is the relation
between 2 . K ?

But doesn't all these operations change
it's a valid point , but Wa ,Wi . Wie

the embeddings drastically ?
are independent matrices.

Yes ! and it should
While they are independent to preserve

One way to think of attention is tokens talking withFlexibility , they are interconnected !

each other and share information. the work "mode"

amamust be very
differa

->



v
why scale byNi ?

the dot product between K and2

introduces an implicit relationshiduring the dot product of two vectors is the

Sum of their pairwise elements. So the
training.

magnitude increases by theOn dimension-

The relationship is emergent from the

optimization rather than imposed. very large
values in akt produce extreme

peaks in the softmax , causing the problem
so because We and Wi jointly determine

of vanishing gradients-
the attention score , they are interdependent!

since the magnitude of the dot product

& and K serve different roles : scales with Jak , dividing by Jor ensures

the variance is N1
, leading to a more

& represents what we're seeking or the Stable training.
Context of the current token .

12 represents
features of all tokens in the why let's assume two random variables 2 ,

K

sampled from a normal dist with meano and

variance 1 .

2i , Kiv N(o,
1) Ji

the dot prob is : S = R .

K = [Ri . KiFANTASTIC ! Since R , K are independentand have zero mean : EChi] = Elki]=0

While Q,
K and V are independent , Els] = [2: Ki] = ZEleite(ki]e

the variance of Sis :

they work hand-in-hand to add attention to

var[S] = ElSu] -EECS]= E(S2] -> Calculate E[S2] - ...

a sequence.
- ES] = E()Zaiki)] = El(Riki +2 i

Their orchestrator is the god almighty
Since Ri & Ki are independent across different domains :

back-propagation ! E[RiKiRjkj] = EC2iKiJE[jkj] = 0 for iF5

therefor :

EIS2] = [ESlaiK: (2)

calculatee 5.

E[(Qiki 13]= Eli]Elki]2=

(var(Ri) + (E(R:](2) · (var (ki) + (E(kis)4) = (31(1) = 1

So

E(S2] = 51 = di

var[S] = E[S2] = GK

So the standard deviation of S is :

Os = Narst = Nate

Standard deviation represents scale of increase

it quantifies how much the dot product values

Spread out from the means.



Causual 2
,
K , value

->Lb ,
num-tokens ,

d-out)

-Attention v (b , num-tokens , num-heats , head-siml
-

a. k . a masked attention transpose (b , num-heads , num-tokens , heat-dim)

hides future tokens to simulate &

-> atth-score = queries & keys . transpose) 1 , 21

inference time.
dot product for each head

-> atte-score. masked -fill-(mask-bod,
-of

I softmax & dropout

-> context- vec = (atth-score values) · trans (1, 2)

(b , num-tokens , num-heads , head-fim

~et 16 ,
num-tokens ,

dout)

Chapter4 Scratch
this is done by multiplying a mask where GPT model from
upper triangular values are set to0 -

In softmax:to so it has no effection

the normalizationStep .

Proport can be applied to attention score

or after its mult with J,
but applying

Dropout to attention Scores is more

Conventional .

Muti-hedn
multiple heads do the operations and

are finally concated .

↓ practice, to make this code optimized ,

LayerNorm is applied before and after the

we use a single Wa We We to only
Transformer and before the final layer .

perform the mult operation once. two learnable params to change
scale & shift of the normalized output

we reshape the matrices in the --process.



The other submodule in GPT is GeLV,
which is a variant of the ReLV with

more smooth transition at H = 0

another popular option is SwiGLV

Why Selv ?

1. ReLV is very simple. But at to it is

Sharp and non-flexible . Gett has a smooth

transition at R = 0

2.. Jer has negative values for20 unlike

ReLU which outputs zero. Selfattention Us. Linear
All this makes JehV a better option for

self-attention looks atthe input data in relation to other

deeper networks and more complex ones.

parts , looking
at it wholly

Feedforward Linear layer looks at the data individually.

1
. Linear layer Transformer2. SeLV
3. Linear layer

Block

The expansion and then contraction allows for
exploration of more complex representation space.

Residual Connection

originally proposed in Vision to mitigate the

vanishing gradient (the grad progressively getting

smaller , making the earlier layers hard to train .

Residual Connections provide a shorter and

alternative path for the gradient to flow by

skipping one or more connections ,
hence

Skip connection . They preserve flow of gradient.



How &PTgenerates text :

logits = model (ibx)

logits = logits ( : 1 :) E focus on

the last

/batch , num-tokens ,
emb-size] token

# temperature scaling
[batch , emb-sized

probs = softmaxplogits) we replace argmax with a probabalistic approach

to select next token based on the probability.

argmax (probs) argmax- > multinomial
idx = torch

.
ca+ Lion, it-next)

logits/= temperature

if temp = 1 : no change
oh

temp (1 : even more peaky
↑

temp >1 : uniform distribution-

top-p
select top p logits and set the restore
So insensible options are not selected.

Pertaining on unlabeledi
data

Convert string * if using an optimizer such as AdamW , which uses

to embeddings
historical data,

it's best to save that as well as the

feed to model

and get the model's weights.
logits

argmax ,
decode

,

append to input

we compare the output probabilities

against ground truth , push up the

right probability
.

we can use an average cross . entropy.



fine-tuning
download model weights & initialize

there are no universal rules + how
download dataset & Setup Dataset class

many epochs to fine-tune . It could help to use

Replace the classification head
the plot of train loss & Validation los) .

If the model

overfits , less epochs should be better , and if

the train & val loss decrease together, more epochs

can be helpful.

↑
classification inference example

Another type of Fine-tuning is instruction It

there is no need to fine-tune all layer, as the where the resulting model generates
text.

earlier layers capture the semantic meanings of

the language .

for classification

fine-tuning it would suffice to

fine-tune off the last tokens

as it captures the whole message



to evaluate the fine-tuned motel, such a dataset needs to be

created .

-
↑ living our own collate function as thelooks like this

we use<pay-token) to make all batch inputs
the same size.

e

Book's
this is so the pat token does not

affect the loss function .

to focus on the target&

corfeit o petorocar

Find shet
this is an open area of research though
not masking could be beneficial

Chapter 7
, instruction fine-tuning is

full of code implementations that are best

read on the book.



Appendix Autoranatic differentiation

PyTorch engine using computational graphs
.

tensors are a generalize concept ofa
collection of values of rank n

the computation graph builds a directed

graph in the background to compute

the forward pass and back propagatete-

A note on model outputs
in PyTorch ,

it's best to output

the logits from the model rather

than softmax.

why?
1. logits contain more

detailed information
PyTorchsuyumpu than softmax which is a normalized version of

them.

Numpy arrays & Pytorch tensors are

Similar
, but tensors come with additional 2 .

the softmax function can cause numerical

features important in deep learning. instability for using exponentions
(ifthe logit

value is too high or two low ,
it would overflow

Most apis are the same. or underflow . )

default tensor type
in PyTorch is int-64. PyTorch loss functions like Cross EntropyLos) apply

softmax internally but in a stable way.

Also ,
for inference ,

we can get the argmax

from logits without the need for softmax .



PyTorch uses a trick to calculate the

suftmax efficiently . It's called log-sum-exp trick

which

shifted-logits = logits - logits . max (l

This would clip the logits but keep the

resulting values the same as

softman(zi) = Softmax(2i-cee none
or few nun-workers can cause bottlenecks-

j

PyTorch DataLoader

wereaDataset
↓ model eval

&
disable some training-specific configs

Such as layer-norm & dropout.

these are the basic functions for

a custom Dataset class

Once Dataset is fixed , we ye Dataloader
to led Jara into batches

,
shuffle it

, and

load parallel workers.

how many subprocesses to use

->
for data loading

last incomplete batch
->

is dropped




